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ABSTRACT

As the population ages, prediction of falls risk is becoming an increasingly impor-
tant research area. Due to built-in inertial sensors and ubiquity, smartphones provide
an attractive data collection and computing platform for falls risk prediction and con-
tinuous gait monitoring. One challenge in continuous gait monitoring is that significant
signal variability exists between individuals with a high falls risk and those with low
risk. This variability increases the difficulty in building a universal system which seg-
ments and labels changes in signal state. This paper presents a method which uses
unsupervised learning techniques to automatically segment a gait signal by comput-
ing the dissimilarity between two consecutive windows of data, applying an adaptive
threshold algorithm to detect changes in signal state, and using a rule-based gait recog-
nition algorithm to label the data. Using inertial data, the segmentation algorithm is
compared against manually segmented data and is capable of achieving recognition
rates greater than 71.8%.
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1 INTRODUCTION

As the elderly population sharply increases, the prediction of falls risk has become an im-
portant research area since falling is one of the leading causes of injury and death among
people over the age of 65 [1]. An individual’s risk factor is determined by external and age-
related factors, including but not limited to home safety, medications, muscle weakness, and
gait deficits. External risk factors can be measured using a variety of assessments [1] that
account for fall and medical histories, prescription/non-prescription medications, and home
safety. Physiological risk factors, such as gait deficits, can be measured using foot pressure
sensors, motion capture systems, and inertial sensors. Measurements from these sensors can
be incorporated into biomechanical models, and can be used in machine learning systems to



predict an individual’s risk of falling [2]. Micro Electro-Mechanical Systems (MEMS) based
Inertial Measurement Units (IMUs) are an attractive choice for measuring gait because of
their low cost and demonstrated effectiveness in falls prediction [2]. Such IMUs can be found
in most smartphones, making them compelling devices for falls research.

An important aspect of smartphone-based falls risk prediction is the ability to automat-
ically isolate gait segments. Automatic and correct gait segmentation aids in both building
and testing predictive falls risk models. Furthermore, automated segmentation algorithms
enable the ability to continuously monitor an individual’s gait for a change in falls risk.
One of the challenges in correctly identifying gait segments for falls risk prediction is that
gait mechanics change as an individual ages, which include a decrease in step length and
step width, which are correlated with the risk of falling [3-5]. Part of the challenge of be-
ing able to correctly identify gait segments is that gait degradation results in less smooth
transitions between active states. Thus, it can be difficult even with manual (human-based)
signal segmentation, to accurately identify the transitions between walking and other types
of activities, i.e. turning.

Activity recognition using smartphones and inertial sensor-based systems is an active
research area where many solutions for identifying walking, running, bicycling, stair climbing,
etc. have been proposed [6]. One of the aspects of activity recognition is the ability to identify
a state transition or change point, tcp. Several change point detection algorithms for time-
series data exist including Bayesian analysis [7H9], Hidden Markov Models (HMMs) [10],
direct density ratio estimation [11], and kernel-based models [12].

This paper proposes a new, unsupervised segmentation and labeling algorithm for inertial
measurements of gait. Our algorithm is based on the algorithm first presented in [11]. Our
contributions include a new approach to change point detection which uses a Direct Density
Ratio Estimation (DDRE) technique previously used in other fields such as social networking
and activity recognition, [11]. In addition, we have included an adaptive threshold algorithm
described in [13] to detect the most relevant change points within the time series to improve
robustness in the labeling of gait segments. The proposed algorithm is applied to a data set of
inertial measurements acquired using smartphones from individuals with both high- and low-
falls risk where the assessment is based on [3-5]. The results of the automatic segmentation
are compared and evaluated to manual segmentation. This paper is organized as follows.
In section [2] the data collection procedure and segmentation problem are described and in
section [3] the DDRE technique, adaptive thresholding and gait recognition algorithms are
described. In section [ we evaluate the gait signal segmentation algorithm. Finally, we
provide conclusions.

2 DATA COLLECTION

Gait data was collected by The Electronic Caregiver Co. (ECG), Mobile Fall-Risk Assess-
ment Unit which includes a pressure sensitive walkway and two Apple® iPhone® 6. Each
iPhone was running the ECG GaitLogger app [14] which logs inertial measurements of each
participant’s gait. Raw sensor data is processed on the iPhone using the InvenSense’s Digital
Motion Processor, which performs 6-axis (accelerometer and gyroscope) sensor fusion [15].
The app logs the iPhones’ attitude, unbiased rotation rate, acceleration due to gravity and
the device, and device acceleration where acceleration due to gravity is filtered out.
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Figure 1: Vector magnitude of acceleration signal for a walking individual showing both the outbound and
return segments.

For each data collection session, the participant first completed a comprehensive falls
risk screening . The participant then walked down the walkway (outbound), performed
a turn, and walked back to the initial starting point (inbound). The logging app ran for
approximately 30 seconds, providing the participant ample time to complete the session.
In an ideal setting, four change points (start, turn, return, stop) would be present in the
data. Figure [I| shows the vector magnitude of the acceleration signal for an individual with
a high-falls riskﬂ In both figures, the outbound signal starts at approximately ¢t = 1 s and
ends at approximately ¢ = 9 s, and the inbound signal beings at approximately ¢ = 12 s and
ends at t = 21 s.

3 PROPOSED SEGMENTATION ALGORITHM

The proposed segmentation algorithm consists of three stages illustrated in Figure[2| The in-
put to the algorithm is a multivariate time-series, y(t) € R¢. The first stage of the algorithm
measures the dissimilarity between two windows of data using the DDRE technique [11}[16].
The assumption is for each activity, i.e. walking, standing and turning, the underlying dis-
tribution of the signal data will be dissimilar enough to indicate a possible change point.
These change points represent different transition events, i.e. standing to walking, walking
to turning, turning to walking, and walking to standing. In the second stage, an adaptive
threshold algorithm is applied to the dissimilarity measure, which detects potential change
points. The adaptive threshold algorithm is inspired by the constant false alarm rate (CFAR)
detector used for radar target detection . For each potential change point, a threshold is
calculated from a window of leading and lagging data points. Once a detection has occurred,

Individuals with a high- or low-falls risk are simply referred to as high- or low-risk individuals.
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Figure 2: Block diagram of proposed gait signal segmentation algorithm consisting of three stages. The
D-dimensional gait signal, y(¢) is fed into the algorithm and a set of times at which change points occur,
{tcp} are returned.

a peak detection algorithm is used to find the local maximum, which represents the peak dis-
similarity between consecutive windows. The signal data between consecutive change points
is passed to the final stage of the algorithm, which performs gait segment recognition in a
similar manor to |17]. The recognition algorithm, uses a set of rules to determine if a gait
signal is present in a given segment. Additionally, the algorithm joins segments based on
given set of rules.

3.1 Stage 1: Dissimilarity Measure

The dissimilarity between two time windows of gait data is measured with the Pearson (PE)
divergence [11,/16] ,
1 p(X)

D (PIQ) = 5 [ a0 [E5F - 1] ax )
where p(X) and ¢ (X) are the probability density functions (pdfs) of two consecutive data
windows. Calculation of the Dpg can be challenging since parametric methods require a
priori knowledge of the underlying pdf and multivariate, non-parametric methods suffer from
a curse of dimensionality [18]. Because of the ratio, p(X)/q(X) in (1), DDRE techniques [11}
16], are attractive since estimation of individual pdfs is avoided all together. The authors |11,
16] have provided a MATLAB implementation for DDRE. For this paper the algorithm was
ported to the python 2.7 numerical environment.

Figure 3| shows example dissimilarity measures for a high- and low-risk individual. For
Figure 3| (a), the algorithm finds a change point at approximately ¢ = 2.5 s, and then just
after t = 7.5 s where the outbound signal end. An additional change point is found at
approximately ¢ = 11 s where turn ends and the inbound signal begins. Finally a change
point is found at approximately ¢ = 20 s where the return signal ends. Other irrelevant
change points are found within the gait cycle. For Figure|3|(b), the algorithm finds a change
point at ¢ = 2.5 s where the outbound signal begins, ¢ = 11 s where the outbound signal
ends, ¢ = 15 s where the inbound signal begins, and t = 24 s where the inbound signal ends.

3.2 Stage 2: Adaptive Threshold Detection

The most relevant Dpg (P||Q) values, z are found using an adaptive threshold algorithm
based on the CFAR detector [13], as in Figure [2] The concept for the threshold calcula-
tion is shown in Figure 4] where z is the value under test, the cross-hatch boxes are guard
value, and the gray boxes make up the leading and lagging windows used for computing the
threshold. The use of guard values prevents closely spaced divergence values from biasing the
threshold calculation since the divergence is calculated over a sliding window. The threshold
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Figure 3: Dissimilarity measure or Pearson divergence Dpg, for a high risk (a) and general risk faller(b). The
top plots are the magnitude of the acceleration measurements, and the bottom plots are the Dpg.
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Figure 4: Adaptive threshold concept. x is the test sample, the hatched boxes are the guard samples, and
the gray boxes are the sample used for the threshold calculation.
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Figure 5: Dpg values (green curve) and threshold (orange curve) for a high- (a), low-risk individual (b).
Candidate change points, {tcp} occur when the green curve is greater than the orange curve.

is calculated as
o N-1

where N is total number of samples in both the leading and lagging windows and « is a
constant which is determined by the desired probability of false alarm . The detection
of irrelevant change points is mitigated by setting a minimum threshold level and minimum
time between candidate change points. Once a change point is detected, the algorithm
searches for the peak divergence. Figure |5[shows an example of the output of the threshold
detection algorithm. The green curve shows the Dpg values and the orange curve is the
detection threshold, T'. Candidate change points, {tcp} occur when the green curve is greater
than the orange curve. In Figure || (a), the algorithm finds key change points occurring at
approximately t =3 s, t =7s, t =11s,t=13s,t=20s,t =23s,and t = 24 s. In Figure[y]
(b), the algorithm finds key change points occurring at approximately ¢t = 2 s, t = 2.5 s,
t=11s,t=12s,t=15s,t=16s,t =17 s, and t = 25 s.

3.3 Stage 3: Gait Recognition and Labeling

The proposed gait recognition algorithm utilizes two tests, similar to , for gait pattern
segmentation and labeling as in Figure 2l These tests check for the number of peaks within
a segment, i.e. gait data between candidate change points and the duration of the segments.
Valid segments are then passed on to a labeling process.

The first test is to apply a peak detection algorithm to each individual segment. Peaks are
retained if they exceed a minimum amplitude and time span between peaks. The next step
checks the number of accepted peaks. If the minimum peak threshold is exceeded than the
segment is passed on to the duration test, else the segment is discarded. The minimum peak
test is designed to remove segments that do not contain a valid gait pattern. A threshold of
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Figure 6: Segmented gait signal for a (a) high-risk and (b) low-risk individuals. The orange portion of the
signal is the outbound segment, the purple portion is the return segment, and the green portions are the
discarded segments. Manually identified change points are represented by the vertical lines. In this example
this close agreement between the algorithm-selected and manually selected change points.

two peaks is used since a change point could have occurred within the gait cycle isolating a
series of two steps.

The second test determines if the segment exceeds a minimum duration. If the duration
threshold is exceeded then it is passed on to be labeled, else the segment is held and the
next segment is processed through the minimum peaks test. If the new segment passes
the minimum peaks test then the two segments are merged and passed on for labeling.
Otherwise, the new segment is discarded and the previous segment is passed on for labeling.

The segment labeling portion of the gait recognition algorithm checks if a segment is
unique or if it is part of a previous segment. If the difference between the time of occurrence
for the last peak in the previous segment and the first peak in the current segment does
not exceed a given threshold then the segments are assigned the same label. Each new
gait segment is assigned a unique label. All discarded segments are assigned a label of zero.
Figure[6] shows an example of the automatically-segmented signal where the outbound signal
is orange, the return signal is purple, and the discarded portions are green. Manually selected
change points are denoted with the vertical lines. In this example this close agreement
between the algorithm-selected and manually selected change points.

4 RESULTS

The data set used for this paper consisted of a total of 108 files, which were processed using
both the proposed segmentation algorithm and manual segmentation. Each file contained
either an outbound segment or an outbound and a return segment. A total of 156 segments
were manually identified, where 60 files only had an outbound segment and 48 files had
an outbound and a return segment. Manual segmentation was performed in MATLAB
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Figure 7: Detection rate versus difference between manually and algorithm identified change points A,. For
all gait segments, a recognition rate of 75% is achieved when Acp = 1.4 seconds

uses a custom graphical user interface to prompted the user to select the times of the four
change points. These change points were used as ground truth for evaluating the proposed
segmentation algorithm, although we recognize that manually identified change points may
have some minor error.

The vector magnitude of the acceleration measurements was used as the input to the
proposed segmentation algorithm, since the reference planes for the inertial sensors will differ
for the left and right smartphones [14]. The DDRE algorithm used the default parameters
suggested in [11] and the adaptive threshold algorithm used leading and lagging windows
that were each 1.5 s long, and the guard samples spanned 0.75 s.

A segment was identified correctly if the algorithm-selected change points were within
+Acp s from the manually-identified change points. Figure [7] shows recognition rates for
increasing Acp. The green curve shows the recognition rate for all segments, the orange
curve shows the recognition rate for files containing only an outbound segment, and the
purple curve shows the recognition rates for the files only containing both outbound and
return segments.

A recognition rate of 71.8% is achieved when Acp = 1.3 s (average stride time based
on the walkway measurements) for all files. For files containing only an outbound signal
the recognition rate is 78.3%, and files containing both an outbound and return segment
the recognition rate is 67.7%. If Acp = 2.6 s(two strides), the recognition rates are 88.5%,
98.3%, and 82.3% for all gait patterns, outbound only files, and both outbound and return
files.



5 CONCLUSION

This paper has proposed an unsupervised segmentation and labeling algorithm for inertial
gait measurements. The algorithm utilized a direct density ratio estimation technique to
estimate the Pearson divergence of consecutive windows of data. The divergence is then is
used to find candidate change points and an adaptive threshold algorithm was used to find
the most relevant change points. Segments containing valid gait patterns are then found
using a rule based gait recognition algorithm, which allows for the joining and splitting of
signal segments. Finally the algorithm was evaluated against manually-identified change
points using a data set containing 156 gait patterns. For all gait patterns, the algorithm
achieves a 71.8% recognition rate when the algorithm-identified change points are within
one average stride of the manually-identified change points and 88.5% when the algorithm-
identified change points are within two average strides.
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